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Abstract Surface-temperature measurements by means of contact probes require a
detailed investigation of the probe-surface interaction. For an accurate calibration of
such probes, the heat transfer processes involved in contact measurements must be well
known and the impact of any influence parameters must be taken into account. At pres-
ent, contact probes are generally calibrated by means of a temperature-controlled hot
plate. A calibration system for contact surface-temperature probes, based on such a
hot plate, was developed at INRIM. It covers the temperature range from ambient to
350 ◦C. The reference temperature is available on the upper surface of a metal block
and is determined by linear extrapolation of the readings of three calibrated thermom-
eters embedded into the block at different depths. However, the actual temperature of
the reference surface largely depends on the sensor-to-surface interaction. The contact
thermal resistance, the thermal conductivity of the block, the geometry of the probe,
and the temperature of the surrounding fluid are just some of the parameters that affect
a calibration and that may cause measurement errors if they are not properly taken
into account and corrected for. Better insight into the interaction between the surface
and the probe is therefore required. Since the experimental evaluation of measurement
errors is not straightforward, mathematical modeling could represent a crucial tool to
better understand the interactions between the probe and the calibration system. In this
paper, a finite-element numerical model of the INRIM calibration system was devel-
oped in order to investigate the temperature field across the reference block as well
as on its surface during a calibration. The thermal load introduced by a commercial
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contact probe during a calibration was also included in the simulation and its effect on
the temperature field was studied. In order to obtain a detailed mathematical model,
the surrounding air was also included in the simulation, avoiding the imposition of
boundary conditions at the interface between solid parts and fluid. The proposed model
was validated by comparing the results obtained with the available experimental data.

Keywords Calibration system · CFD · Contact probe · Surface thermometry

1 Introduction

Accurate contact measurements of surface temperature of solid bodies call for a
detailed understanding of the interactions among the surface, the contact probe, and
the surrounding environment, and knowledge of systematic measurement errors which
stem from these interactions. In order to reduce such errors, operative procedures for
field measurement and for the calibration must take into account various influence
parameters, including the thermal coupling between surface and sensor (shape of the
sensor, surface properties, contact thermal resistance, etc.) and the heat exchange with
the surrounding medium (air temperature, air speed, etc.). According to the available
literature, the deviation between the “true” surface temperature, i.e., the undisturbed
temperature without the sensor, and the actual sensor output can be expressed as the
sum of three contributions [1,2]: (i) error resulting from the change in the temperature
field within the measurand, caused by the attached temperature sensor; (ii) error due
to the contact resistance between the reference surface and the contact surface of the
sensor; and (iii) error related to the intrinsic distance between the sensing element
(a resistance or a metal junction) in the probe and the external surface of the probe
itself. The experimental evaluation of these errors is not straightforward, as it depends
both on the design of the contact sensor and on the measurand [3–5]. Besides, the
uncertainty associated with the undisturbed temperature depends on the uncertainty
of the measurement method; it is related to the pyrometer uncertainty in a direct radio-
metric measurement of surface temperature, while it is due to the uncertainty of the
sensors embedded in the reference body when the surface-temperature extrapolation
method is adopted [6]. In order to improve the sensor design to obtain better ther-
mal contact with the surface, several simplified models have been proposed [7–10].
Nevertheless, a more systematic approach and a detailed model are desirable in order
to better estimate the errors in temperature measurements during the calibration pro-
cedure.

A finite-element numerical procedure (FEM) [11] was recently proposed by the
authors to determine the first and third systematic errors in contact temperature cali-
bration systems and validated by simulating two calibration systems [12]. In this paper,
such a numerical procedure was extended in order to investigate the influence of the
heat transfer with the surrounding environment (air temperature, wall temperatures,
and air speed) and a parametric analysis was performed. In particular, a steady-state
two-dimensional axially symmetric mathematical model was proposed, which allows
the calculation of temperature and velocity fields in the surrounding fluid, thus avoid-
ing the approximations related to the estimation of convective heat transfer coefficient
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between the solid parts and the surrounding fluid. The radiative heat transfer between
the equipment surfaces and the surrounding environment was also taken into account.
The latter was assumed to behave like a blackbody. The proposed model was validated
by comparing the results obtained to the available experimental data obtained with a
calibration system designed and constructed at INRIM.

Since the accuracy of the numerical results depends on the uncertainty of the ther-
mal properties of the materials employed (such as the thermal conductivity of the
reference block, the emissivity of the reference surface), a numerical investigation
was carried out in order to evaluate the influence of these parameters. The thermal
load introduced by a probe during a calibration was included in the simulation, and
its effect on the temperature field was studied. Since the estimation of the thermal
contact resistance is difficult (in fact, it depends on the contact cross section, the force
and angle of attachment, the roughness and hardness of the surface, the air layers
and impurities confined between the materials), the results are presented in terms of
thermal perturbation of the reference surface.

2 Experimental Apparatus

The core of the calibration system for surface-temperature probes developed at INRIM
is shown in Fig. 1. The reference temperature Ts is generated on the upper surface of a
cylindrical aluminum alloy block (25 mm thick, 100 mm in diameter), the other surface
being heated to the temperature T (r , 25). The block is surrounded by thermal insula-
tion and is provided with a coaxial active thermal guard in order to reduce radial heat
loss, thus improving the uniformity of the surface temperature. In this configuration, a
quasi-linear temperature gradient is obtained across the block. As a consequence, the
surface temperature can be obtained through extrapolation of the temperatures mea-
sured by three calibrated Pt100 thermometers that are radially embedded in the block
at different depths. The block temperature is controlled by an active control system
with a separate Pt100-sensor, a PID controller, and a DC power supply.

3 Numerical Model and CFD Study

Accurate surface-temperature measurements require a detailed understanding of heat
transfer processes occurring among the reference temperature surface, probe, and sur-
roundings. In fact, the operation of a calibration system for contact surface-temperature
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Fig. 1 Hot plate-based calibration system for contact temperature probes developed at INRIM
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sensors involves a large number of parameters and different mechanisms of heat trans-
fer that act simultaneously: heat conduction through solid bodies, convective heat
transfer between the measurement surface and the surrounding fluid, as well as between
the fluid and the sensor, and radiative heat transfer. Besides, the temperature field gen-
erates buoyancy forces, on which the velocity fields and the convective heat transfer
coefficient depend. Since the experimental evaluation of errors affecting contact tem-
perature measurements is not straightforward, computational fluid dynamic (CFD)
techniques represent a very powerful tool for both design and optimization of contact
surface-temperature sensor calibration systems. In particular, mathematical model-
ing techniques allow a detailed prediction of the temperature distribution over the
calibration surface.

The numerical simulation was carried out for two cases, i.e., with and without the
contact temperature probe applied on the reference surface. In order to accurately
predict the temperature field in the aluminum cylindrical block, both solid and fluid
domains have been modeled, thus avoiding the imposition of boundary conditions at
the interfaces between the solid parts and the surrounding air. According to the geomet-
rical features of the contact temperature sensor calibration system, a two-dimensional
axially symmetric mathematical model was employed. In particular, the computa-
tional domain, together with the boundary conditions imposed and the computational
grid employed, are sketched in Fig. 2, in the presence of the probe. The width of the
domain was chosen in such a way to obtain an undisturbed flow field on the left side
of the domain itself. With reference to Fig. 2, pressure, velocity, and temperature in
the fluid domain have been predicted by the numerical solution of the following mass,
momentum, and energy conservation equations:

∇ · u = 0

u · ∇u = −∇ p + ν f ∇2u + g

ρ f cp f u · ∇T = ∇ · (
k f ∇T

)
(1)

where u represents the velocity vector, p is the pressure, T is the temperature,
νf is the fluid kinematic viscosity, ρf is the fluid density, cpf is the fluid specific
heat, and kf represents the fluid thermal conductivity. The buoyancy term g in the
momentum conservation equation, acting in the symmetry axis direction y (Fig. 2),
has been calculated by imposing the Boussinesq approximation. In order to obtain a
numerically tractable model for the fluid domain, the following assumptions have also
been imposed: stationary conditions, the fluid was assumed to be incompressible, the
flow field was assumed to be laminar, and the air was assumed to behave as an ideal
gas. Equation 1 has been solved with appropriate boundary conditions. In particular, a
“no slip” condition was assumed for the velocity field at the bottom side of the domain
and at the interfaces between solid parts and fluid domain. In order to simulate an
undisturbed field on the left side of the domain, a normal flow at ambient temperature
was assumed to enter the domain from this side, while a free boundary condition was
assumed at the top side of the domain. Finally, adiabatic conditions were imposed at
the bottom and right sides of the computational domain.
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Fig. 2 Computational domain with boundary conditions (left) and computational grid employed in case
of the presence of a dual-band contact probe, applied on the reference surface

The temperature field in the solid parts of the domain was simulated by solving the
following heat equation:

∇ · (ks∇T ) + Q = 0 (2)

where ks represents the thermal conductivity of the solids and Q is a heat source/sink
term. The thermal coupling between solid and fluid domains was guaranteed by impos-
ing the temperature continuity condition at the interfaces between different domains.
Finally, the radiative heat exchange between different solid surfaces and between solid
surfaces and the surrounding fluid was taken into account by assuming that the latter
behaves like a blackbody, while the solid surfaces were assumed to behave as a gray
body with constant emissivity.

The above partial differential equations (PDEs) have been numerically solved by
employing the Comsol� commercial code, based on finite elements. The computa-
tional domain was divided into sub-domains by using an unstructured computational
grid, made of about 17,000 triangular elements. The number and the distribution of
the elements composing the meshes were determined on the basis of an accurate grid
sensitivity analysis. In particular, Fig. 2 shows the computational grid employed in the
presence of the contact temperature probe, constituted by 17,149 triangular elements.

4 Results

The simulation allowed a detailed prediction of all the quantities of interest in both the
solid and fluid domains and in the presence and absence of the contact temperature
probe. Figure 3 shows the velocity contours (left) and the temperature field (right)
when there is no probe on the temperature reference surface (top) and in the presence
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Fig. 3 Velocity contours (left) and temperature field (right) without (top) and with (bottom) a dual-band
contact probe applied on the reference surface of the block, at 100 ◦C

of the probe (bottom). The fields reported in Fig. 3 have been calculated for a refer-
ence surface temperature of 100 ◦C. Interesting aspects of the numerical simulation
can be derived from Fig. 3. The velocity and temperature fields show that the chosen
domain width confirms the assumption of an undisturbed condition at the left side of
the computational domain. Almost zero velocity and temperature gradient values were
observed at the boundary. Also, from the analysis of Fig. 3, it is possible to notice the
effect of the contact temperature probe on both the velocity and temperature fields. The
maximum calculated air velocity was 0.627 m · s−1 in the absence of the probe, while
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it slightly increased to 0.646 m · s−1 in the presence of the contact temperature probe.
As a consequence, the presence of the probe is expected to increase the heat flux from
the reference temperature surface to the surrounding environment. Even though such a
difference is not qualitatively visible in Fig. 3, an accurate analysis of the temperature
distribution across the block and over the reference surface is required.

4.1 Temperature Distribution Across the Block

The numerical and experimental results are reported in Figs. 4 and 5 for different
surface temperatures. In particular, Fig. 4 shows the numerical temperature fields near
the block reference surface, whose temperature was set at 300 ◦C, with and without
a contact temperature probe applied to the surface. As expected, the presence of the
probe slightly modifies the temperature field near the block reference surface. In the
graphs presented, the coordinate origin was placed at point B and the directions of
the r -axis and the y-axis were assumed as in Fig. 4, with point A at (r = 50 mm;
y = 0 mm) and point C at (r = 0 mm; y = 25 mm). As a consequence, the position of
the sensing element of the PRTs, which are radially embedded in the metal block at
different depths, was described through the coordinates (0, 6.25), (0, 12.50), and (0,
18.75).

Figure 5 shows a comparison between the numerical temperature profile along the
vertical axis of the block (BC axis) and the measurements of the embedded PRTs, at
several surface temperatures, in the absence of the contact temperature probe (curve N).
The linear tendency resulting from the numerical simulation is in good agreement with
the experimental results (curve S). In fact, the average temperature difference was less
than 0.04 ◦C over the whole temperature range. From the analysis of Fig. 5, it can also
be seen that the disagreement slightly increases with the temperature, probably due
to the assumption of constant thermal conductivity and emissivity of aluminum with
temperature. In particular, the numerical temperature profiles show an increasing slope

Fig. 4 Numerical temperature field near the reference surface of the block at 300 ◦C (a) without and
(b) with a contact temperature probe applied on its surface
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Fig. 5 Comparison between experimental (S curve) and calculated temperature profiles across the block
(BC axis) with no probe on the surface (N curve) and when a probe is applied (P curve)

as the reference surface temperature increases. This is clearly due to the radiative heat
flux, which increases with temperature.

When the application of a dual band-type contact probe on the reference surface was
simulated, the perturbing effect generates the temperature profiles P depicted in Fig. 5,
which clearly highlights how the presence of the probe causes a dramatic distortion of
the temperature field, resulting in a nonlinear temperature gradient near the surface of
the block. In particular, the temperature distortion from linearity ranges from 0.04 ◦C
at 100 ◦C up to 0.3 ◦C at 300 ◦C.

4.2 Temperature Field on the Reference Surface

The model was also used for the numerical simulation of the temperature field on
the upper surface of the block, and the results thus obtained were compared to the
experimental data. Figure 6 depicts, for different reference surface temperatures, the
temperature profile predicted by the model for two different thermal conditions, i.e.,
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Fig. 6 Comparison between experimental (S curve) and calculated temperature profiles on the upper surface
of the reference block with no probe on the surface (N curve) and when a probe is applied on its surface (P
curve)

with and without the probe applied to the surface (curve P and curve N, respectively),
as well as the experimental temperature profile (curve S) with the probe. The latter was
obtained through measurements of the surface temperature at three radial positions
using fluorescence decay-time thermometry [13]. The numerical results indicate that
the surface uniformity deteriorates as the temperature increases. In the intermediate
region, where the numerical and experimental results were compared, the agreement
is always better than 0.15 ◦C. The numerical modeling also predicted a rapid decrease
in temperature as it neared the probe position (r = 0).

The differences between the numerical and experimental results can be attributed
to errors in the emissivity of the surface oxide layer, errors in the thermal conductivity
of the metal block, as well as to the approximations used in modeling the probe.

5 Conclusions

A detailed CFD study of the probe-to-surface interaction in a calibration system for
contact surface-temperature probes is presented. Such a calibration system, which
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is based on a temperature-controlled hot plate, was developed at INRIM. It operates
from ambient temperature to 350 ◦C. A steady-state two-dimensional axially symmet-
ric mathematical model, which enables the prediction of the temperature field both in
fluid and solid regions, was developed. The radiative heat transfer between the appara-
tus surfaces and the surrounding air was also taken into account. The tests carried out
at several surface temperatures showed good agreement between the numerical and
experimental results. The maximum difference in the temperature distribution across
the reference block, with no probe applied, was within 0.04 ◦C, slightly increasing
with temperature. When the probe was placed on the reference surface, the distortion
of the temperature profile, near its application point, produced in the solid a nonlinear
variation that increased with temperature.

As regards the surface-temperature distribution when the probe is applied, the model
underestimated the actual profile. The proposed model can be further refined. In par-
ticular, the emissivity and the thermal conductivity of the material can be accurately
measured in order to reduce the error due to their estimation.
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